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Abstract per-bit of NAND devices, enabling a wider adoption of

. NAND flash-based storage systems. However, the poor
The cost-per-bit of NAND flash memory has been con-g,,rance of NAND flash memory, which deteriorates

tlnuously |mpr_oved by sem.|conductor process scallngfurther as a side effect of recent advanced technologies,
and multi-leveling technologies (e.g., a 10 nm-node TLC;

. i i is still regarded as a main barrier for sustainable growth
device). However, t_he decreasing lifetime of NAND in the NAND flash-based storage market. (We represent
flash memory as a side effec_t of regent advaqced ted}he NAND endurance by the maximum number of pro-
nOIOg'es is regarded as a main barrier for a W"?e adOpQram/erase (P/E) cycles that a flash memory cell can tol-
tion of NAND flash-based storage systems. In this PaPele ate while preserving data integrity.) Even though the
we propose a new system-level approach, called dyn"’“T"RIAND density doubles every two years, the storage life-

program ano_l erase scaling (DPES), for improving thetime does not increase as much as expected in a recent
lifetime (particularly, endurance) of NAND flash mem- device technology [3]. For example, the NAND stor-

ory. The DPES approach is based on our key observatiog e lifetime was increased by only 20% from 2009 to
that changing the erase voltage as well as the erase ti 11 because the maximum number of P/E cycles was
S|gn|f|cantly affects the.NAND endurance. By slowly decreased by 40% during that period. In particular, in
erasing a NAND block with a lower erase voltage, we can, .o for NAND flash memory to be widely adopted in

improve the NAND endurance very effectively. By mod- high-performance enterprise storage systems, the deteri-

ifying NA.ND _chips to suppprt multiple write _and erase orating NAND endurance problem should be adequately
modes with different operation voltages and times, DPESasolved

enables a flash software to exploit the new tradeoff rela- " i, .o the lifetimeLc of a NAND flash-based stor-
tionships between the NAND endurance and erase VO\I/t{i‘é]e device with the total capaci§ is proportional to
age/speed under dynamic program and erase scaling. e maximum numbeviA of P/E cvcles. and is in-
have implemented the first DPES-aware FTL, called aut; %o/ YOS,

o ) versely proportional to the total written daifsyay per
OFTL, whichimproves the NAND endurance withaneg- 4. | ~(in davs) can be expressed as follows (assumin
ligible degradation in the overall write throughput. Our Yile (i ys) XP Ws (assuming

. . . a perfect wear leveling):
experimental results using various 1/O traces show that P 9
MAXp g x C

autoFTL can improve the maximum number of P/E cy- (1)
cles by 61.2% over an existing DPES-unaware FTL with ~ Wyay x WAF’
0 ; :
less than 2.2% decrease in the overall write throughput.whereWAF is a write amplification factor which rep-
resents the efficiency of an FTL algorithm. Many ex-

1 Introduction isting lifetime-enhancing techniques have mainly fo-
cused on reducin§VAF by increasing the efficiency

NAND flash-based storage devices are increasingly popef an FTL algorithm. For example, by avoiding un-
ular from mobile embedded systems (e.g., smartphonesecessary data copies during garbage collectidAF

and smartpads) to large-scale high-performance entecan be reduced [4]. In order to redub¥,y, vari-
prise servers. Continuing semiconductor process scabus architectural/system-level techniques were proposed
ing (e.g., 10 nm-node process technology) combined-or example, data de-duplication [5], data compres-
with various recent advances in flash technology (suctsion [6] and write traffic throttling [7] are such exam-
as a TLC device [1] and a 3D NAND device [2]) is ex- ples. On the other hand, few system/software-level tech-
pected to further accelerate an improvement of the costriques were proposed for actively increasing the max-

Lc



imum numberMAXe £ of P/E cycles. For example, a memory is not always needed in real workloads, a DPES-
recent study [8] suggesMAXp £ can be indirectly im-  based technique can exploit idle times between consec-
proved by a self-recovery property of a NAND cell but utive write requests for shortening the width of thresh-
no specific technique was proposed yet. old voltage distributions so that shallowly erased NAND
In this paper, we propose a new approach, called dyblocks, which were erased by lower erase voltages, can
namic program and erase scaling (DPES), which can sigoe used for most write requests. Idle times can be also
nificantly improveMAXp £. The key intuition of our ap- used for slowing down the erase speed. If suchidle times
proach, which is motivated by a NAND device physics can be automatically estimated by a firmware/system
model on the endurance degradation, is that changingoftware, the DPES-based technique can choose the most
the erase voltage as well as the erase time significanti@ppropriate write speed for each write request or select
affects the NAND endurance. For example, slowly erasthe most suitable erase voltage/speed for each erase op-
ing a NAND block with a lower erase voltage can im- eration. By aggressively selecting endurance-enhancing
prove the NAND endurance significantly. By modify- erase modes (i.e., a slow erase with a lower erase volt-
ing a NAND device to support multiple write and erase age) when a large idle time is available, the NAND en-
modes (which have different voltage/speed and differdurance can be significantly improved because less dam-
ent impacts on the NAND endurance) and allowing aaging erase operations are more frequently used.
firmware/software module to choose the most appropri- In this paper, we present a novel NAND endurance
ate write and erase mode (e.g., depending on a givemodel which accurately captures the tradeoff relation-
workload), DPES can significantly increasé\Xp . ship between the NAND endurance and erase volt-
The physical mechanism of the endurance degradatioa9e/speed under dynamic program and erase scaling.
is closely related to stress-induced damage in the tunnd$ased on our NAND endurance model, we have im-
oxide of a NAND memory cell [9]. Since the probabil- Plemented the first DPES-aware FTL, calledtoFTL
ity of stress-induced damage has an exponential depeithich dynamically adjusts write and erase modes in
dence on the stress voltage [10], reducing the stress voln automatic fashion, thus improving the NAND en-
age (particularly, the erase voltage) is an effective waydurance with a negligible degradation in the overall
of improving the NAND endurance. Our measurementWrite throughput. In autoFTL, we also revised key
results with recent 20 nm-node NAND chips show thatFTL software modules (such as garbage collector and
when the erase voltage is reduced by 14% during P/E cywear-leveler) to make them DPES-aware for maximiz-
cles, MAXs e can increase on average by 117%. How-ing the effect of DPES on the NAND endurance. Since
ever, in order to write data to a NAND block erased with "0 NAND chip currently allows an FTL firmware to
the lower erase voltage (which we call a shallowly erasedhange its program and erase voltages/times dynami-
block in the paper), it is necessary to form narrow thresh<ally, we evaluated the effectiveness of autoFTL with the
old voltage distributions after program operations. Since-lashBenclemulation environment [12] using a DPES-
shortening the width of a threshold voltage distribution€nabled NAND simulation model (which supports mul-
requires a fine-grained control during a program operaliple write and erase modes). Our experimental results
tion, the program time is increased if a lower erase volt-using various I/O traces show that autoFTL can improve
age was used for erasing a NAND block. MAXP/E by 61.2% over an existing DPES-unaware FTL

Furthermore, for a given erase operation, since a nomWith less than 2.2% decrease in the overall write through-

inal erase voltage (e.g., 14 V) tends to damage the cellBUt: _ _ _
more than necessary in the beginning period of an erase | € rest of the paper is organized as follows. Section 2
operation [11], starting with a lower (than the nominal) briefly explains the basics of NANI? operations related
erase voltage and gradually increasing to the nominai® ©Ur Proposed approach. In Section 3, we present the
erase voltage can improve the NAND endurance. HowProposed DPES approach in detgll. Section 4 describes
ever, gradually increasing the erase voltage increases !l DPES-aware autoFTL. Experimental results follow
erase time. For example, our measurement results witlfl S€ction 5, and related work is summarized in Sec-
recent 20 nm-node NAND chips show that when the ini-tion 6. Finally, Section 7 concludes with a summary and
tial erase voltage of 10 V is used instead of 14 V duringfuture work.
P/E cyclesMAXp e can increase on average by 17%. On
the other hand, the erase time is increased by 300%. 2 Background

Our DPES approach exploits the above two tradeoff
relationships between the NAND endurance and erasin order to improve the NAND endurance, our proposed
voltage/speed at the firmware-level (or the software leveDPES approach exploits key reliability and performance
in general) so that the NAND endurance is improvedparameters of NAND flash memory during run time. In
while the overall write throughput is not affected. For ex- this section, we review the basics of various reliabil-
ample, since the maximum performance of NAND flashity parameters and their impact on performance and en-
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(a) A conceptual timing diagram of the ISPP scheme.

Figure 1. An example of threshold voltage distributions
for multi-level NAND flash memory and primary relia-

bility parameters. 3.0 :
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2.1 Threshold Voltage Distributions of £ 10

NAND Flash Memory 2
0.0 . !

Multi-level NAND flash memory stores 2 bits in a cell 050 025 000 025 050 075 1.00
using four distinct threshold voltage levels (or states) as Visep scaling ratio
shown in Figure 1. Four states are distinguished by dif- (b) Normalized Terog variations over different

ferent reference voltage¥gref, Vreri andVrep. The Vispp scaling ratios.

threshold voltage gaMpi between two adjacent states gjq, e 2. An overview of the incremental step pulse pro-

and_ the width\p; of a thresholo! voltage distributiqn are gramming (ISPP) scheme for NAND flash memory.
mainly affected by data retention and program time re-

quirements [13, 14], respectively. As a result, the total ) . )

width Wy, of threshold voltage distributions should be Voltage region. While repeating ISPP loops, once NAND

carefully designed to meet all the NAND requirements.CeHS are verified to have been sufficiently programmed,

In order for flash manufacturers to guarantee the reliabilfnose cells are excluded from subsequent ISPP loops.

ity and performance requirements of NAND flash mem- Since the program time is proportional to the number

ory throughout its storage lifespan, all the reliability: pa Of ISPP loops (which are inversely proportionaltgpe),

rameters, which are highly inter-related each other, aréhe program timdprogcan be expressed as follows:

usuallyfixedduring device design times under the worst- end start

case operating conditions of a storage product. Toroc VpGM _VPGM' @)
However, if one performance/reliability requirement Vispp

can be relaxed under specific conditions, it is possibIeF. 2(b) sh i iati gi
to drastically improve the reliability or performance be- | '94'® (b) shows normalizelbrog variations over dif-
ferentVspp scaling ratios. (When ¥ spp scaling ratio is

havior of the storage product by exploiting tradeoff rela- ) .
tionships among various reliability parameters. For ex->C! tox%, Vispp is reduced by% of the nominalispe.)

- When a narrow threshold voltage distribution is needed
ample, Liuet al. [13] suggested a system-level approach - . ’
tha{)improves th[e IJIANng write penyormance whgrﬁ) most Vispp Should be reduced for a fine-grained control, thus
of written data are short-lived (i.e., frequently updatedlncreasmgthg p_rogr_am.nme. Slnge the width of a thresh-
data) by sacrificingVpi's which affect the data reten- old voltage distribution is proportional ¥spe [14], for
tion capability:. Our proposed DPES technique exploits example, if the nominalisppis 0.5 V and the width of a

Wki's (which also affect the NAND write performance) threshold voltage distribution is reduc_ed by O‘ZWMPP
so that the NAND endurance can be improved. also needs to be reduced by 0.25 V {i.eVgpp scaling

ratio is 0.5), thus increasinfproc by 100%.

2.2  NAND Program Operations

In order to form a threshold voltage distribution within

a desired region, NAND flash memory generally usesThe DPES approach is based on our key observation that

the incremental step pulse programming (ISPP) schemglowly erasing (i.e., erase time scaling) a NAND block

As shown in Figure 2(a), the ISPP scheme gradually inwith a lower erase voltage (i.e., erase voltage scaling)

creases the program voltage by theppstep until all the  significantly improves the NAND endurance. In this sec-

memory cells in a page are located in a desired thresholglon, we explain the effect of erase voltage scaling on im-
1Since short-lived data do not need a long data retention fifags proving the NAND endurance and describe the dynamlc

are maintained loosely so that the NAND write performance ba ~ Program scaling methpd for writing data to a Shallowly
improved. erased NAND block (i.e., a NAND block erased with

3 Dynamic Program and Erase Scaling




a lower erase voltage). We also present the concept 5 15— 15 —
erase time scaling and its effect on improving the NANC 2 A o iéiﬁjﬂfj’”

endurance. Finally, we present a novel NAND enduranc |
model which describes the effect of DPES on the NANL g
endurance based on an empirical measurement study | & 03
ing 20 nm-node NAND chips. b oo
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31 EraseVoItage Scallng and its Effect (a) Average BER variations (b) Effective wearing over differ-
on NAND Endurance over different P/E cycles under ent erase voltage scaling ratios
varying erase voltage scaling ra-(r's)
The time-to-breakdowiizp of the oxide layer decreases tios ('s)
exponentially as the stress voltage increases becaugggure 3: The effect of lowering the erase voltage on the
the higher stress voltage accelerates the probability o§AND endurance.
stress-induced damage which degrades the oxide relia-
bility [10]. This phenomenon implies that the NAND new endurance metric, calleffective wearing per PE
endurance can be improved by lowering the stress volt{in short,effective wearinjy which represents the effec-
age (e.g., program and erase voltages) during P/E cycldéive degree of NAND wearing after a P/E cycle. We
because the reliability of NAND flash memory primar- represent the effective wearing by a normalized reten-
ily depends on the oxide reliability [9]. Although the tion BER after 3K P/E cyclés Since the normalized
maximum program voltage to complete a program operfetention BER is reduced by 54% when the erase volt-
ation is usually larger than the erase voltage, the NANDage is reduced by 14%, the effective wearing becomes
endurance is mainly degraded during erase operatiori346. When the nominal erase voltage is used, the effec-
because the stress time interval of an erase operation /e wearing is 1.
about 100 times longer than that of a program operation. As shown in Figure 3(b), the effective wearing de-
Therefore, if the erase voltage can be lowered, its impactreases near-linearly asincreases. Based on a linear
on the NAND endurance improvement can be significantregression model, we can construct a linear equation for
In order to verify our observation, we performed the effective wearing over differens. Using this equa-
NAND cycling tests by changing the erase voltage. Intion, we can estimate the effective wearing for a different
a NAND cycling test, program and erase operations aré. After 3K P/E cycles, for example, the total sum of the
repeated 3,000 times (which are roughly equivalent tceffective wearing with the nominal erase voltage is 3K.
MAXe e of a recent 20 nm-node NAND device [3]). Our On the other hand, if the erase voltage was set to 14%
cycling tests for each case are performed with more thafess than the nominal voltage, the total sum of the effec-
80 blocks which are randomly selected from 5 NAND tive wearing is only 1.38K because the effective wearing
chips. In our tests, we used the NAND retention BERWith r of 0.14 is 0.46. As a resullYJAXp g can be in-
(i.e., a BER after 10 hours’ baking at 125) as a mea- creased more than twice as much when the erase voltage
sure for quantifying the wearing degree of a NAND chip is reduced by 14% over the nominal case. In this paper,
[9]. (This is a standard NAND retention evaluation pro- we will use a NAND endurance model with five different
cedure specified by JEDEC [15].) Figure 3(a) shows howerase voltage modes (as described in Section 3.5).
the retention BER changes, on average, as the number of Since we did not have access to NAND chips from
P/E cycles increases while varying erase voltages. Waélifferent manufacturers, we could not prove that our test
represent different erase voltages using an voltage scalesults can be generalized. However, since our tests are
ing ratior (0 < r < 1). Whenr is set tox, the erase volt- based on widely-known device physics which have been
age is reduced by (x 100)% of the nominal erase volt- investigated by many device engineers and researchers,
age. The retention BERs were normalized over the rewe are convinced that the consistency of our results
tention BER after 3K P/E cycles when the nominal erasevould be maintained as long as NAND flash memories
voltage was used. As shown in Figure 3(a), the more theise the same physical mechanism (i.e., FN-tunneling) for
erase voltage is reduced (i.e., the highgy, the less the program and erase operations. We believe that our results
retention BERs. For example, when the erase voltage iwill also be effective for future NAND devices as long as
redl.jced by 14.% of the.nominal erase voltage, the nor- 2|n this paper, we use a linear approximation model which &imp
malized retention BI_ER is reduced by 54% after 3K F>/Efies the Wear-ou£ behavior over P/E cycles. Our current timeadel
cycles over the nominal erase voltage case. can overestimate the effective wearing under low erasegelscaling
Since the normalized retention BER reflects the degreeatios while it can underestimate the effective wearingeurigh erase
of the NAND Wearing, higher’s lead to less endurance voltage scaling_ ratios. We verifi_ed that, _by t_he combinatioh over-
. . . /under-estimations of the effective wearing in our modeé turrent
degradations. Since different erase voltages degrade thear model achieves a reasonable accuracy with an up tool@és-
NAND endurance by different amounts, we introduce atimation [16] while supporting a simple software impleratiun.
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3.2 Dynamic Program Scaling

In order to write data to a shallowly erased NAND block, F|gur§ 5 The relatlonsh_|p between the erase voltage and
the minimum program time, andspp scaling andVip;

it is necessary to change program bias conditions dy- . 7 -
namically so that narrow threshold voltage distributionsscalllng for dynamic program scaling.
can be formed after program operations. If a NAND
block was erased with a lower erase voltage, a thresherased block would need at least twice longer program
old voltage window for a program operation is reducedtime than the nominal program time. On the other hand,
by the decrease in the erase voltage because the valueibf NAND block were erased bgvmodeo, where the
the erase voltage decides how deeply a NAND block iserase voltage is same as the nominal erase voltage, the
erased. For example, as shown in Figure 4, if a NANDerased block can be programmed with the same nominal
block is shallowly erased with a lower erase voltageProgram time.
VgarggE(which is lower than the nominal erase voltage In order to satisfy the minimum program time require-
vogminah ' the width of a threshold voltage window is re- ments of differentEVmode;i's, we define five different
duced by a saved threshold voltage mayi,, (which ~ write modesiWmodey, - - -, Wmode4 WhereWimode; satisfies
is proportional to the voltage difference betwe%@rgigg' the minimum program time requirement of the blocks
andVgRaly. Since threshold voltage distributions can be€rased byEvmode;. Since the program time dfnode;
formed only within the given threshold voltage window is longer than that ofimode; (where j > i), Wmode,
when a lower erase voltage is used, a fine-grained pra¥modex; 1), -, Wmode4 can be used when writing to the
gram control is necessary, thus increasing the prograrlocks erased bgVmodey. Figure 5(b) shows howspp
time of a shallowly erased block. should be scaled for each write mode so that the min-
In our proposed DPES technique, we use five differenilum program time requirement can be satisfied. The
erase voltage modeEymodeg, ---, EVmodes. EVmodey ~ Programtime is normalized over the nomiffakoc
uses the highest erase voltagevhile EVvmode, uses the In order to form threshold voltage distributions within
lowest erase voltagé,. After a NAND block is erased, a given threshold voltage window, a fine-grained pro-
when the erased block is programmed again, there is gram control is necessary by reduciWg;'s andWp;'s.
strict requirement on the minimum interval length of the As described in Section 2.2, we can redégs by scal-
program time which depends on the erase voltage modig Vispp based on the program time requirement. Fig-
used for the erased block. (As explained above, this minure 5(b) shows the tradeoff relationship between the pro-
imum program time requirement is necessary to formgram time and/spp scaling ratio based on our NAND
threshold voltage distributions within the reduced thresh characterization study. The program time is normalized
old voltage window.) Figure 5(a) shows these minimumover the nominallproc For example, in the case of
program times for five erase voltage modes. For examwWmodey, when the program time is two times longer than
ple, if a NAND block were erased Bymode,, where the  the nominallprog Visppcan be maximally reduced. Dy-
erase voltage is 89% of the nominal erase voltage, the@amic program scaling can be easily integrated into an
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head (e.g., less than 1% ®roq and a very small space g 08 \ ,,,,,,,,,,,,,,,,,,,,,,, § 08 ESmode
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quirement is proportional to the total sum of the effectiwv Normalized erase time Normalized erase voltage (1-r)
wearing [9],Mp; can be relaxed by removing an unnec: (a) Effective wearing variations (b) Effective wearing variations
essary data retention capability. Figure 5(c) shows oupver different erase times over varying erase voltage scal-

ing ratios ¢'s) under two different
erase time settings

er. . .
I£|gure 6: The effect of erase time scaling on the NAND
endurance.

Mpi scaling model over different total sums of the effec-
tive wearing based on our measurement results. In ord
to reduce the management overhead, we changelghe
scaling ratio every 0.5-K P/E cycle interval (as shown by
the dotted line in Figure 5(c)).

creases. The longer the erase time (i.e., the lower the
3.3 Erase Time Scaling and its Effect starting erase voltage), the less the effective weariag (i.
on NAND Endurar?ce the higher NAND endurance.). We represent the fast
erase mode b¥Smodesast and the slow erase mode by

When a NAND block is erased, a high nominal eraseESmodesjon. Our measurement results with 20 nm-node
V0|tage (e_g_' 14 V) is app“ed to NAND memory cells. In NAND ChipS show that if we increase the erase time by
the beginning period of an erase operation, since NAND300% by starting with a lower erase voltage, the effective
memory cells are not yet sufficiently erased, an exceswearing is reduced, on average, by 19%. As shown in
sive high voltage (i.e., the nominal erase voltage plus thé&igure 6(b), the effect of the slow erase mode on improv-
threshold voltage in a programmed cell) is inevitably ap-ing the NAND endurance can be exploited regardless of
plied across the tunnel oxide. For example, if 14 V isthe erase voltage scaling ratioSince the erase voltage
required to erase NAND memory cells, when an erasénodes are continuously changed depending on the pro-
voltage (i.e., 14 V) is applied to two programmed cells gram time requirements, the endurance-enhancing erase
whose threshold voltages are 0 V and 4 V, the total erasg1ode (i.e., the lowest erase voltage mode) cannot be used
V0|tages app“ed to two memory cells are 14V and 18 \/,Under an intensive workload condition. On the other
respectively [16]. As described in Section 3.1, since thehand, the erase time scaling can be effective even under
probabmty of damage is proportiona| to the erase volt-an intensive workload Condition, if Sllghtly |0nger erase
age, the memory cell with a high threshold voltage istimes do not affect the overall write throughput.
damaged more than that with a low threshold voltage, re-
sultling in unnecessarily degrading the memory cell with3 4 L azy Erase Scheme
a high threshold voltage.

In order to minimize unnecessary damage in the beginAs explained in Section 3.2, when a NAND block
ning period of an erase operation, it is an effective waywas erased withEVmodej, a page in the shallowly
to start the erase voltage with a sufficiently low voltageerased block can be programmed using speiificie;’s
(e.g., 10 V) and gradually increase to the nominal eraséwherej > i) only because the requirement of the saved
voltage [11]. For example, if we start with the erase volt- threshold voltage margin cannot be satisfied with a faster
age of 10 V, the memory cell whose threshold voltageWwrite modeWwmodey (k <i). In order to write data with a
is 4 V may be partially erased because the erase voltag@ster write mode to the shallowly erased NAND block,
is 14 V (i.e., 10 V plus 4 V) without excessive damage the shallowly erased block should be erased further be-
to the memory cell. As we increase the erase voltagdore it is written. We propose a lazy erase scheme which
in subsequent ISPE (incremental step pulse erasing [17pdditionally erases the shallowly erased NAND block,
loops, the threshold voltage in the cell is reduced by eachivhen necessary, with a small extra erase time (i.e., 20%
ISPE step, thus avoiding unnecessary damage during &f the nominal erase time). Since the effective wear-
erase operation. In general, the lower the starting eras@g mainly depends on the maximum erase voltage used,
voltage, the less damage to the cells. erasing a NAND block by a high erase voltage in a lazy

However, as an erase operation starts with a lowefashion does not incur any extra damage than erasing it
voltage than the nominal voltage, the erase time increasekith the initially high erase voltade Since a lazy erase
because more erase loops are necessary for completing 3Although it takes a longer erase time, the total sum of thectiffe

t_he erase operation. Figure 6(a) shows how the _eﬁe(?\Tvearing by lazily erasing a shallowly erased block is lesmtthat by
tive wearing decreases, on average, as the erase time ierasing with the initially high erase voltage. This can belaxed in a
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cancels an endurance benefit of a shallow erase while in-

troducing a performance penalty, it is important to accu-
rately estimate the write speed of future write requests

so that correct erase mpo_ies can be selected when erasifghich uses the smallest erase voltage) supports only the
NAND blocks, thus avoiding unnecessary lazy erases. ggwest write mode (i.eWmodes) with the largest wear-

ing gain. Similarly,ESmode;ag; is the fast erase mode
35 NAND Endurance M odel with no additional wearing gain. WhilESmodesmw rep-

resents the slow erase mode with the improved wearing
Combining erase voltage scaling, program time scalingyain. Our proposed NAND endurance model takes ac-
and erase time scaling, we developed a novel NANDcount of bothV,spp scaling andVip; scaling described in
endurance model that can be used with DPES-enablelligures 5(b) and 5(c).
NAND chips. In order to construct a DPES-enabled
NAND endurance model, we calculate saved threshold4
voltage margins for each combination of write modes (as
shown in Figure 5(b)) ant¥p; scaling ratios (as shown .
in Figure 5(c)). Since the effective wearing has a near-4'1 Overview
linear dependence on the erase voltage and time as shovBased on our NAND endurance model presented in
in Figures 3(b) and 6(b), respectively, the values of thesection 3.5, we have implemented autoFTL, the first
effective wearing for each saved threshold voltage marbPES-aware FTL, which automatically changes write
gin can be estimated by a linear equation as describeghd erase modes depending on write throughput require-
in Section 3.1. All the data in our endurance model arements. AutoFTL is based on a page-level mapping
based on measurement results with recent 20 nm-nodeTL with additional modules for DPES support. Fig-
NAND chips. For example, when the number of P/E cy-ure 8 shows an organizational overview of autoFTL. The
cles is less than 500, and a block is slowly erased beforPES manager, which is the core module of autoFTL,
writing with the slowest write mode, a saved thresholdselects a write modemode; for a write request and de-
voltage margin can be estimated to 1.06 V (which corre<cides both an appropriate erase voltage mBdeode;
sponds to the erase voltage scaling ratod 0.14 in Fig-  and erase speed mo@&modey for each erase opera-
ure 6(b)). As a result, we can estimate the value of theion. In determining appropriate modes, the mode selec-
effective wearing as 0.45 by a linear regression model fokor bases its decisions on the estimated write throughput
the solid line with squared symbols in Figure 6(b). requirement using a circular buffer. AutoFTL maintains

Figure 7 shows our proposed NAND enduranceper-block mode information and NAND setting informa-

model with five erase voltage modes (i.BVmodep ~  tion as well as logical-to-physical mapping information
EVmodey) and two erase speed modes (iESpodesiow  in the extended mapping table. The per-block mode ta-
andESmoderas). EVmodeg (which uses the largest erase ble keeps track of the current write mode and the total
voltage) supports the fastest write mode (ilnpdeg)  sum of the effective wearing for each block. The NAND
with no slowdown in the write speed whilEVmode;  setting table is used to choose appropriate device settings
for the selected write and erase modes, which are sent to
similar fashion as why the erase time‘ scaling is _effectiv'miproving NAND ChipS via a new interfac@eviceSettingbetween
the NAND endurance as discussed in the previous section. efihe aUtoFTL and NAND ChipS. AUtOETL also extends both

durance gain from using two different starting erase velsag higher
than the endurance loss from a longer erase time. the garbage collector and wear leveler to be DPES-aware.

Figure 8: An organizational overview of autoFTL.

Design and I mplementation of AutoFTL




] . . of blocks which were erased using the same erase voltage
Table 1: The write-mode selection rules used by themode. When the DPES manager decides a write mode
DPES manager. for a write request, the corresponding linked list is con-

Buffer utilizationu | Write mode sulted to locate a destination block for the write request.
u> 80% Wmodeg Also, the DPES manager informs a NAND chip how to
60% < U < 80% Wmodeq configure appropriate device settings (e.g., ISPP/ISPE
40% < u < 60% Wmode) voltages, the erase voltage, and reference voltages for
20% < u < 40% Wmode3 read/verify operations) for the current write mode using
u<20% Wmodey the per-block mode table. Once NAND chips are set to

a certain mode, an additional setting is not necessary as

long as the write and the erase modes are maintained.
As semiconductor technologies reach their physicaFor a read request, since different write modes require

limitations, it is necessary to use cross-layer optimiza-different reference voltages for read operations, the per-

tion between system software and NAND devices. Asblock mode table keeps track of the current write mode

a result, some of internal device interfaces are gradualljor each block so that a NAND chip changes its read ref-

opened to public in the form of additional ‘user inter- erences before serving a read request.

face’. For example, in order to track bit errors caused

by data retention, a new ‘device setting interface’ which )

adjusts the internal reference voltages for read operéd-4 EraseVoltage Mode Selection

tions is recently opened to public [18, 19]. There A€since the erase voltage has a significant impact on the

?T:;ene}gi.;nalgxligt.?&?ngletcél:]?cn(;gts.olosr .??ﬁ;fylnﬂoc?r NAND endurance as described in Section 3.1, selecting
toring ' guratl : up aright erase voltage is the most important step in improv-

date NAND specifications such as the toggle mode Ir]'ing the NAND endurance using the DPES technique. As

terface and ONFI. For the measurements pre_sente_d hergkplained in Section 4.2, since autoFTL decides a write
we were fortunately able_ to work in conjunction with a mode of a given write request based on the utilization of
flash manufacturer to adjust erase voltage as we Wante(i!he circular buffer of incoming write requests, when de-
ciding the erase voltage mode of a victim block, autoFTL
4.2 Write Mode Sdlection takes into account of the future utilization of the circular
buffer. If autoFTL could accurately predict the future uti-
In selecting a write mode for a write request, the Wmodalization of the circular buffer and erase the victim block
selector of the DPES manager exploits idle times beyjth the erase voltage that can support the future write
tween consecutive write requests so that autoFTL camode, the NAND endurance can be improved without
increaseMAXp e without incurring additional decrease g |azy erase operation. In the current version, we use
in the overall write throughput. In autoFTL, the Wmode the average buffer utilization of 2(ast write requests
selector uses a simple circular buffer for estimating thefor predicting the future utilization of the circular buffe
maximum available program time (i.e., the minimum re- |n order to reduce the management overhead, we divide
quired write speed) for a given write request. Table 1705 past write requests into 100 subgroups where each
summarizes the write-mode selection rules used by thgubgroup consists of 1000 write requests. For each sub-
Wmode selector depending on the utilization of a cir-group, we compute the average utilization of 1000 write
cular buffer. The circular buffer queues incoming write requests inthe Subgroup, and use the average of 100 sub-
requests before they are written, and the Wmode selegyroup’s utilizations to calculate the estimate of the fatur
tor adaptively decides a write mode for each write re-ytijlization of the buffer.
quest. The current version of the Wmode selector, which \when a foreground garbage collection is invoked,
is rather conservative, chooses the write matiedei,  since the write speed of a near-future write request is al-
depending on the buffer utilizatian The buffer utiliza-  ready chosen based on the current buffer utilization, the
tion u represents how much of the circular buffer is filled yjictim block can be erased with the corresponding erase
by outstanding write requests. For example, if the utiliza-oltage mode. On the other hand, when a background
tion is lower than 20%, the write request in the head ofgarhage collection is invoked, it s difficult to use the cur-
the circular buffer is programmed to a NAND chip with rent puffer utilization because the background garbage

Wmodey. collector is activated when there are no more write re-
quests waiting in the buffer. For this case, we use the
4.3 Extended Mapping Table estimated average buffer utilization of the circular buffe

to predict the buffer utilization when the next phase of
Since erase operations are performed at the NAND blockvrite requests (after the background garbage collection)
level, the per-block mode table maintains five linked listsfills in the circular buffer.



4.5 Erase Speed Mode Selection Table 2: Examples of selecting write and erase modes
In selecting an erase speed mode for a block erase opdn the garbage collector assuming that the circular buffer
ation, the DPES manager selects an erase speed motlas 200 pages and the current buffer utilizatios 70%.

which does not affect the write throughput. An erase

. . . Case 1) The number of valid pages in a victim block is 30.
speed mode for erasing a NAND block is determined by ( ) peg

. . . X Selected
estimating the effect of a block erase time on the buffer u? | u Auerese u modes
utilization. Since write requests |n_the circular buffer Slow | 8% | 93% | EVmodeg & ESmodoqay
cannot be programmed while erasing a NAND block, 15% | 85%

o2 . ) Fast | 2% | 87% Wmodeg
the buffer utilization is effectively increased by the toc
erase time. The effective buffer utilizatian consider- (Case 2) The number of valid pages in a victim block is 50.
ing the effect of the block erase time can be expressed S oy | o Aerase p Selected
follows: modes

/I erase
U = u+Au™ 3) Slow | 8% | 103% | EVmodeo & ESmode fast
25% | 95%
. . . . 0, 0,

whereu is the current buffer utilization anduer@se js Fast | 2% | 97% Wimodeo

the increment in the buffer utilization by the block erase

time. In order to estimate the effect of a block erase op-

eration on the buffer utilization, we convert the block

erase time to a multipl&! of the program time of the described in Section 4.4) with the erase speed (chosen
current write modeAut"@ecorresponds to the increment by the rules described in Section 4.5). For example, as
in the buffer utilization for thes# pages. For select- shown in the case 1 of Table 2, if garbage collection is
ing an erase speed mode of a NAND block, the moddnvoked whernuis 70%, and the number of valid pages to
selector checks ifSmodegjow can be used. If erasing be copied is 30 (i.eAu®®PY = 30/200= 15%), Wmodeg

with ESmodeg|ow does not increase’ larger than 100% is selected because’ is 85% & 70%+ 15%), and
(i.e., no buffer overflow)ESmodeg|ow is selected. Other- ESmodegiow iS Selected because erasing wiimodesjow
wise, the fast erase mo@&mode;,s; is selected. On the does not overflow the circular buffer. (We assume that
other hand, when the background garbage collection i&u®?*for ESmodes|ow andAu®"@*for ESmoderast are 8%
invoked,ESmodeg)ow iS always selected in erasing a vic- and 2%, respectively.) On the other hand, as shownin the
tim block. Since the background garbage collection iscase 2 of Table 2, when the number of valid pages to be
invoked when an idle time between consecutive write re-copied is 50 (i.e.Au®°PY = 50/200= 25%),ESmodes|ow
quests is sufficiently long, the overall write throughput is cannot be selected becaus@ecomes larger than 100%.

not affected even witBSmodeg)gy. As shown in the case ESmodeg)oy Can still be used even
when the buffer utilization is higher than 80%. When
46 DPES-Aware Garbage Collection the buffer utilization is higher than 80% (i.e., an inten

sive write workload condition), the erase voltage scaling
When the garbage collector is invoked, the most approis not effective because the highest erase voltage is se-
priate write mode for copying valid data to a free block is lected. On the other hand, even when the buffer utiliza-
determined by using the same write-mode selection ruletion is above 90%, the erase speed scaling can be still
summarized in Table 1 with a slight modification to com- useful.
puting the buffer utilizationu. Since the write requests in
the circular buffer cannot be programmed while copying
valid pages to a free block by the garbage collector, the
buffer utilization is effectively increased by the number
of valid pages in a victim block. By using the informa- .
tion from the garbage collector, the mode selector recai4-7 DPES-Aware Wear Leveling
culates the effective buffer utilizatian' as follows:

u* = u-+ AucPY, (4 Since different erase voltage/time affects the NAND en-
durance differently as described in Section 3.1, the relia-

whereu is the current buffer utilization anfiu®®is the  bility metric (based on the number of P/E cycles) of the
increment in the buffer utilization taking the number of existing wear leveling algorithm [20] is no longer valid
valid pages to be copied into account. The mode selectdn a DPES-enabled NAND flash chip. In autoFTL, the
decides the most appropriate write mode based on thBPES-aware wear leveler uses the total sum of the ef-
write-mode selection rules with* instead ofu. After  fective wearing instead of the number of P/E cycles as a
copying all the valid pages to a free block, a victim block reliability metric, and tries to evenly distribute the tota
is erased by the erase voltage mode (selected by the rulssm of the effective wearing among NAND blocks.



5 Experimental Results Table 3: Summary of two FlashBench configurations.

Environments Channels| Chips| Buffer

5.1 Experimental Settings

Mobile 2 2 80 KB

In order to evaluate the effectiveness of the proposed aut- Enterprise 8 32 | 32MB
OoFTL, we used an extended version of a unified develop-
ment environment, calleBlashBench12], for NAND
flash-based storage devices. Since the efficiency of owind 4, so it can maximally exploit the benefits of dy-
DPES s tightly related to the temporal characteristicsnamic program and erase scaling.

of write requests, we extended the existing FlashBench Ouyr evaluations were conducted with various /O
to be timing-accurate. Our extended FlashBench emtraces from mobile and enterprise environments. (For
ulates the key operations of NAND flash memory in amore details, please see Section 5.2). In order to re-
timing-accurate fashion using high-resolution timers (orplay 1/0 traces on top of the extended FlashBench, we
hrtimers) (which are available in a recent Linux kel‘ne|deve|oped a trace replayer. The trace replayer fetches
[21]). Our validation results on an 8-core Linux server |/O commands from 1/O traces and then issues them to
system show that the extended FlashBench is very accuhe extended FlashBench according to their inter-arrival
rate. For example, variations on the program time andimes to a storage device. After running traces, we mea-
erase time of our DRAM-based NAND emulation mod- syred the maximum number of P/E cycledAXe e,

els are less than 0.8% ®froc and 0.3% oflerass r'e-  which was actually conducted until flash memory be-
spectively. came unreliable. We then compared it with thabade-

For our evaluation, we modified a NAND flash model line. The overall write throughput is an important metric
in FlashBench to support DPES-enabled NAND flashthat shows the side-effect of autoFTL on storage perfor-
chips with five write modes, five erase voltage modesmance. For this reason, we also measured the overall
and two erase speed modes as shown in Figure 7. Eadatrite throughput while running each 1/O trace.

NAND flash chip employed 128 blocks which were com-
posed of 128 8-KB pages. The maximum number of
P/E cycles was set to 3,000. The nominal page progranﬁ'2 Benchmarks

time (i.e., Tero@ and the nominal block erase time (i.e., we used 8 different I/O traces collected from Android-
Terase Were set to 1.3ns and 5.0ms, respectively. based smartphones and real-world enterprise servers.
We evaluated the proposed autoFTL in two differ- The m_down trace was recorded while downloading a
ent environments, mobile and enterprise environmentsystem installation file (whose size is about 700 MB)
Since the organizations of mobile storage systems andsing a mobile web-browser through 3G network. The
enterprise storage systems are quite different, we usefl p2p1 trace included I/O activities when downloading
two FlashBench configurations for different environ- multimedia files using a mobile P2P application from a
ments as summarized in Table 3. For a mobile envijot of rich seeders. Six enterprise traces,0, proj_o,
ronment, FlashBench was configured to have two chanprxy 0, src1.2, stg_0, andweb_0, were from the MS-
nels, and each channel has a single NAND chip. Sinc&&ambridge benchmarks [22]. However, since enterprise
mobile systems are generally resource-limited, the sizeraces were collected from old HDD-based server sys-
of a circular buffer for a mobile environment was set tems, their write throughputs were too low to evaluate
to 80 KB only (i.e., equivalently 10 8-KB pages). For the performance of modern NAND flash-based storage
an enterprise environment, FlashBench was configuregdystems. In order to partially compensate for low write
to have eight channels, each of which was composed ahroughput of old HDD-based storage traces, we accel-
four NAND chips. Since enterprise systems can utilizeerated all the enterprise traces by 100 times so that the
more resources, the size of a circular buffer was set to 3peak throughput of the most intensive trace (seg1_2)
MB (which is a typical size of data buffer in HDD) for can fully consume the maximum write throughput of our
enterprise environments. NAND configuration. (In our evaluations, therefore, all
We carried out our evaluations with two different tech- the enterprise traces are 100x-accelerated versions of the
niques: baseline and autoFTL. Baseline is an existing original traces.)
DPES-unaware FTL that always uses the highest erase Since recent enterprise SSDs utilize lots of inter-
voltage mode and the fast erase mode for erasing NANZhip parallelism (multiple channels) and intra-chip paral
blocks, and the fastest write mode for writing data tolelism (multiple planes), peak throughput is significantly
NAND blocks. AutoFTL is the proposed DPES-aware higher than that of conventional HDDs. We tried to find
FTL which decides the erase voltage and the erase timappropriate enterprise traces which satisfied our require-
depending on the characteristic of a workload and fullyments to (1) have public confidence; (2) can fully con-
utilizes DPES-aware techniques, described in Sections 8ume the maximum throughput of our NAND configura-
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3.0

OBaseline W AutofTL

o
Table 4: Normalized inter-arrival times of write requests & 25 Avg. +69%
for 8 traces used for evaluations. >§ 20 {F V6% +82% +78% +80% | AVE-¥38%
Distributions of normalized S g [ vee% *S0% b 0w +37%|
Trace | inter-arrival times over To e [o¢] E o f 3 ‘
t<1l [ 1<t<2 t>2 & g4 i Y .
< o5 F
proj_0 | 40.6% | 47.0% 12.4% € 00
srcl2 | 41.0% | 55.6% 3.4% 2 & 9 o o o o & o
hmo | 14.2% | 72.1% 13.7% & O & &N s R
prxy.0 | 8.9% | 34.6% 56.5% N N N & &7
stg0 | 7.1% | 815% 11.4% Figure 9: Comparisons of normaliz&tAXe ¢ ratios for
web 0 | 5.4% | 36.7% 56.9% cight traces
m.down | 45.9% | 0.0% 54.1% 9 :
mp2pl | 49.5% | 0.0% 50.5%
1.5
S . Avg. -0.91% OBaseline W AutofTL Avg. -0.06%
S 3 . [217%-0.66% -0.64% -1.49% -0.14% -0.36% | | -0-09% -0.03%/
) . . . . o QU 1.05 N . 0 . o . 0 .. o3 E :
tion; (3) reflect real user behaviors in enterprise environ 3 §, i Do i
ments; (4) are extracted from under SSD-based stora( & E
systems. To the best of our knowledge, we could not fini'c—é = 03
. . N
any workload which met all of the requirements at the 5 5
=2 0.0

same time. In particular, there are few enterprise SSI
workloads which are opened to public.

Table 4 summarizes the distributions of inter-arrival ) ] )
times of our I/O traces. Inter-arrival times were normal- Figure 10: Comparisons of normalized overall write

ized overTSt2e\which reflects parallel NAND opera- throughputs for eight traces.

tions supported by multiple channels and multiple chips

per channel in the extended FlashBench. For exampld!S€ the lowest erase voltage mode. For the other enter-

for an enterprise environment, since up to 32 chips caRiS€ racesMAXp e is improved by 79%, on average,

. . ive - baseline.
serve write requests simultaneousi. €"is about V€' _ _
g ¥ros On the other hand, for the mobile tracéstoFTL im-

40 us (i.e., 1300us of Tprog is divided by 32 chips.). by only 38%, on average, ovesseline

On the other hand, for a mobile environment, since ther%;:/eSMhA%/E than 50% of writ s h -
are only 2 chips can serve write requests at the same 09" More than °0 VZE'fSCﬂr\unes S have inter

time, Tonoe“®is 650us. Although the mobile traces arrival times twice longer thallprog , autoFTL could
collected from Android smartphones (i.e.down [23] not improveMAXp ¢ as much as expected. This is be-
andm_p2p1) exhibit very long inter-arrival times, nor- c34S€ the siz€ oft_he circular b”ﬁ‘?r_ Istoo smallfor buffer-
effective ing the increase in the buffer utilization caused by the
garbage collection. For example, when a NAND block is

malized inter-arrival times ovel;pos — are not much

different from the enterprise traces, except that the mo: o
bile traces show distinct bimodal distributions which no erased by the fast speed erase mode, the buffer utilization

write requests in kt< 2 is increased by 40% for the mobile environment while
= the effect of the fast erase mode on the buffer utilization

is less than 0.1% for the enterprise environment. More-

over, by the same reason, the slow erase speed mode can-

5.3 Endurance Gain Analysis ; ; )
not be used in the mobile environment.

In order to understand how mudhAXs g is improved
by DPES, each trace was repeated until the total su ; ;
of the effective wearing reached 3K. MeasuMa8Xs ¢ B4 Overall Write Throughput Analysis
values were normalized over that efseline. Figure 9  AlthoughautoFTL uses slow write modes frequently, the
shows normalizedAXp g ratios for eight traces with decrease in the overall write throughput oteseline is
two different techniques. Overall, the improvement onless than 2.2% as shown in Figure 10. bobj_0 trace,
MAXp g is proportional to inter-arrival times as summa- the overall write throughput is decreased by 2.2%. This
rized in Table 4; the longer inter-arrival times are, theis because, iproj_0 trace, the circular buffer may be-
more likely slow write modes are selected. come full by highly clustered write requests. When the
AutoFTL improvesMAXy e by 69%, on average, over circular buffer becomes full, if the foreground garbage
baseline for the enterprise traces. Fproj_0 andsrc1 2  collection should be invoked, the write response time of
traces, improvements diAXp g are less than 50% be- NAND chips can be directly affected. Although inter-
cause inter-arrival times of more than 40% of write re-arrival times inprxy_0 trace are relatively long over
quests are shorter thaif " so that it is difficult to  other enterprise traces, the overall write throughput is
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Figure 11: Distributions oEVmode’s used. (a) Distributions ofESmode’s used.
o 30 —
degraded more than the other enterprise traces. This & ,s £ D AutofTL W AutofTL
Iqecause almost all the write requests exhibit inter-alrrive ><§ 20} J VS —
times shorter than 1@s so that the background garbage <§: 15 E % 413%
collection is not invoked at dll As a result, the fore- 3 10 E-
ground garbage collection is more frequently invoked & s |
thus increasing the write response time. g 0'0
We also evaluated if there is an extra delay from ¢ 2 orol0  srcl2  hmO  pry.0  stg0  web.0

host in sending a write request to the circular buffer be
cause of DPES. Although autoFTL introduced a few ex o
tra queueing delay for the host, the increase in the averFigure 12: Distributions oESmode’s used and the effect
age queueing delay per request was negligible compare®f ESmode’s oONMAXp .

to TS e%Ve For example, fosrc1_2 trace, 0.4% of the

PROG ip .
total programmed pages were delayed, and the averag¥e modified our autoFTL so thalSmoderas; is always

queueing delay per request was Bs5 Forstg_0 trace, used yvhen NAND blocks are eras_ed. _(We represent this
less than 0.1% of the total programmed pages were ddechnique byautoFTL™.) As shown in Figure 12(b), the

layed, and the average queueing delay per request w&oW erase mode can improve the NAND endurance gain
0.1Us. up to 18%. Although the slow erase mode can increase

the buffer utilization, its effect on the write throughput
was almost negligible.

(b) The effect ofESmodes|ow ON iMprovingMAXp .

5.5 Detailed Analysis

We performed a detailed analysis on the relationship beg Rl ated Work
tween the erase voltage/speed modes and the improve-

ment OTMAXP/E- Figure 11 presents distributions of Ag the endurance of recent high-density NAND flash
EVmode,s used for eight I/O traces. _D|str|but|ons of memory is continuously reduced, several system-level
EVmode’s exactly correspond to the improvements Of yochniques which exploit the physical characteristics of
MAXp,/e as shown in Figure 9; the more frequently a low yAND flash memory have been proposed for improv-
erase voltage mode is used, the higher the endurance gajfyy the endurance and lifetime of flash-based storage sys-
is. In our evaluations for eight I/O traces, lazy erases arggamg [8, 7, 24, 25].
rarely used for all the traces. , _ Mohanet al. investigated the effect of the damage
Figure 12(a) shows distributions Bfmode’s for €ight  yocqvery on the SSD lifetime for enterprise servers [8].
I/O traces. Since the slow erase mode is selected by USey showed that the overall endurance of NAND flash
ing the effective buffer utilization, there are little cleas memory can be improved with its recovery nature. Our
for selecting th_e slow erase mode for th_e mobile tracegypeg technique does not consider the self-recovery ef-
because the size of the circular buffer is only 80 KB. toct 1yt it can be easily extended to exploit the physical
On the other hand, for the enterprise environment, thergp ;-4 cteristic of the self-recovery of flash memory cells.
are more opportunltle_s for sele_ctlng the_ SIOV_V erase mode. Leeet al proposed a novel lifetime management tech-
Even for tge traces W'Ith sohortérgter}aglr |va|1(l times such da%ﬁique that guarantees the lifetime of storage devices by
p;o%_o an Sr°1—2d’ only 5%-~10% of block erases used o ntionally throttiing write performance [7]. They also
the fast erase mode. exploited the self-recovery effect of NAND devices, so
We also evaluated the effect of the slow erase modeg' (4 |essen the performance penalty caused by write
on the improvement dfiAXp . For this for evaluation,  ,4tjing.  Unlike Lee's work (which sacrifices write
“4In our autoFTL setting, the background garbage collection is in- performance_ for _guaranteemg _the_ storage Ilfetlme)_’ our
voked when a idle time between two consecutive requestagefahan ~ DPES teChqu_e improves the lifetime of NAND devices
300ms. without degrading the performance of NAND-based stor-
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